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Code Translation with 
Compiler Representations



Introduction

● Neural Machine Translation (NMT) is used to solve the 
problem of code translation
○ Reliability issues

○ Unavailability of parallel training data

○ TransCoder: Unsupervised code translation

● Compilers like LLVM create Intermediary 
Representations (IR) which are language agnostic



Data

● GitHub repositories using Google BigQuery

● IRs are generated uniformly across the languages (-Oz 
flag), strip header and footer, debug information and 
comments, block names are canonicalized and symbol 
names are demangled.

● Evaluated using CA@1 metric on computational accuracy 
test suite (same one as TransCoder)



Training

● Masked Language Modeling (MLM) 
● Denoising Auto Encoding (AE)
● Back Translation (BT)
● Translation Language Modeling (TLM)
● Translation Auto Encoding (TAE)
● IR Generation (MT)
● IR decompilation
● IR pivot translation



Results



Discussion

● Representation of interpreted languages
● Pivot works well for low resource languages because the 

IR can be computed using a ruled based compiler
● IR Computation is not required at inference time
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